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Abstract

This article briefly discusses some of our ongoing work
on the problem of human action recognition. We eval-
uate a simple and intuitive technique, based on the
changes in human pose, against publicly available be-
haviour datasets. We achieve results comparable to many
other state of the art techniques, while also being much
simpler and potentially faster.

1. Introduction

1.1. Problem Statement

Action recognition has interesting applications such as
detecting falls [1] and indexing movies [2], and has re-
ceived increased attention in recent years.

Our goal is to create a system capable of classifying ac-
tions in a live video stream, using lightweight techniques.
We evaluate a simple and intuitive technique, based on
the changes in human pose, against publicly available be-
havior datasets. We achieve results comparable to many
other state of the art techniques, while also being much
simpler and potentially faster.

We find that the average of pose changes are surpris-
ingly discriminative for these datasets and conclude that
this simple approach is sufficient for action types that
have stereotypical poses, at least while the library of
poses remain small.

1.2. Related Work

State of the art approaches to action recognition can
roughly be grouped into three: Pose transition models,
collections of quantized space-time interest points (“bag
of features”) and template images. Also of interest is
the motion of key points, which is often used in gesture
recognition applications.

1.2.1. Pose transitions

In this approach actions are regarded as transitions over a
sequence of observations of body pose. Individual poses
are usually represented as a location in a feature space
and a model constructed of the motion through this space.

Actions are then classified based on how well they fit the
learnt model.

Pose observations have been encoded in terms of their
contours [3, 4], optical flow [5, 6], geometric moments
[7], and various others. These transitions are then repre-
sented in graphical models such as hidden Markov mod-
els [6] and Monte Carlo random walks through graphs
[4].

It should be noted that separation of the pose from the
background is often not ideal, and therefore may intro-
duce significant noise in the pose encodings.

1.2.2. Bag of features

This approach is inspired by recent advances made in
recognising generic objects and textual understanding.
Actions are seen as collections of specific space-time in-
terest points or cubelets. These techniques involve ex-
tracting interesting features from the space-time volume
[8, 9, 10]. These discrete feature points are usually
summarized in the form of multidimensional histograms.
Segments of videos are then compared via a comparison
of their histograms [8, 9].

For example, Laptevet al. [11] represent interesting
points, found with a Harris corner detector, by a His-
togram of Gradients descriptor. These features are quan-
tized into words using k-means clustering. Video seg-
ments are then classified based on their histogram of
words using support vector machines.

Others also consider the space-time volume, but in-
stead try to characterize its properties by using, for ex-
ample, the solution to the Poisson equation [2].

1.2.3. Motion of points

Langeet al. [12] have investigated the human ability to
recognise a moving human figure from no more than a
few key points. They found a high correlation between
their simulation results and psychophysical data. This
news might be promising to those that believe the path
of various body parts such as hand, head and feet, may be
a major component in interpreting human behaviour.

Much work has been done on hand-gesture recogni-



Figure 1: Average of poses (AME) for Weizmann dataset
(source: [16])

tion in this regard. Bobick and Wilson [13] represent the
trajectory of a hand as a sequence of fuzzy states in a
configuration space to capture the repeatability and time-
scale variability of a gesture. Nam and Wohn [14] de-
scribed a hidden Markov based method for recognising
the space-time hand movement pattern of various basic
gestures by first projecting 3D motion data onto a 2D
plane. They then employ a chain encoding scheme and
construct a HMM network from simpler left-to-right dis-
crete HMMs.

Songet al. [15] have addressed the problem of detect-
ing humans from their motion pattern. They model the
joint position and velocity probability density function of
triplets of moving features.

1.2.4. Template based

Techniques such as Average Motion Estimates (AMEs,
[16] ) represent the average of a subject’s poses as a sin-
gle image. Although this is much simpler than the above
methods, Luet al. [16] reported surprisingly high perfor-
mance on the Weizmann dataset. AMEs have, however,
only been tested on this relatively simple dataset, partly
because poses need to be made translation invariant first.

AMEs emphasize body parts that do not vary (see Fig-
ure 1). Indeed, although AMEs represent the motion with
regard to the image background, it does not represent the
changes in the pose itself.

Davis and Bobick [17] have examined motion-energy
images (MEI) and motion-history images (MHI). MEIs
are binary images which represent where motion has oc-
curred spatially and MHIs are grayscale images where
intensity indicates recent motion. Examples are shown
in Figures 2 and 3. MEIs and MHIs are made scale and
translation invariant by comparing their Hu moments [18]
when classifying actions.

An attractive property of template techniques is that
motion can be represented by a single intuitive image.
They do, however, also rely on tracking and segmentation
of a subject from its background.

1.3. Practical considerations

There are two important factors that have to be taken into
account when designing a system capable of perform-
ing action recognition on live video streams: amount of
processing resources and type of background information

Figure 2: Examples of MEIs for aerobic exercises
(source: [17])

Figure 3: Examples of MHIs for waving and crouching
(source: [17])

available.
If realtime performance is required, a lightweight strat-

egy has to be used, especially when multiple cameras are
involved. Lightweight algorithms allow one to process
input from multiple cameras with a single server or push
the action recognition algorithm onto smart cameras that
typically employ weaker processors.

There are, however, few reports that provide the com-
putational costs involved with existing techniques that
would make them applicable to realtime action classifi-
cation. Those that do report their costs are, in the best
cases, in the order of a frame per second for low resolu-
tions on modern consumer hardware [2, 5, 6]. We assume
that those that do not report on their efficiency are much
slower.

A sophisticated background model is also not always
available, depending on the application. It might be good
enough to separate subjects, but not to provide error-free
body silhouettes. We assume some degree of segmenta-
tion of a subject from its background and sufficient inter-
subject separation can be obtained.

2. Our Approach

We have investigated various background models, but
have decided to use a naive technique to demonstrate our
action classifier. Because the datasets (discussed later)
contain only one subject we do not require a tracker or
inter-subject separation that may be needed in real world
applications such as surveillance.

By assuming any motion within the video is primarily
of the subject we can use a simple technique to determine
thechanges in the subject’s pose, i.e. consecutive frames
are subtracted and the difference thresholded:

∆′

pose(n) = |I(n + 1) − I(n)| > k (1)



Figure 4: Average of pose changes for Weizmann dataset.

Figure 5: Average of pose changes for KTH dataset.

whereI(n) is a specific frame in the sequence andk =
20/255 in pixel intensity. We also apply median filtering
to remove minor noise.

To obtain a translation and scale invariant representa-
tion of the change in pose, we shift and scale the contents
of ∆′

pose(n) so its immediate bounding box is centered
and encompasses the entire image. We call this new im-
age∆pose(n).

By taking the average ofchanges in pose in a video,
i.e.

Tvideo =
1

N

N−1∑

n=0

∆pose(n), (2)

we can obtain Average Pose Changes as shown in Figures
4 and 5.

For classification we determine a template for each
video in the testing set. We represent each template as
a vector by concatenating its rows. We then estimate a
query video’s associated action through either a k-nearest
neighbour lookup or using a Support Vector Machine
(SVM).

Our approach is related to AMEs that represent the av-
erage pose (and indirectly including some motion infor-
mation) and MEIs that are a binary indication of motion.
However it is our opinion that it pays to emphasize ex-
actly those body parts that vary and how often they vary.

Note the difference between Figures 1 and 4. In our
technique changing body parts are emphasised instead of
the static body. We believe that this is an important dis-
tinction for two reasons:

• the posechange is obtained through simple subtrac-
tion and thresholding between frames and is thus,
unlike the pose itself, readily available,

• the AME cannot adequately address actions where
the average pose may be the same, but the amount
of activity of body parts are important.

bend
jack

jump
pjump

run side
skip walk

wave1
wave2

bend 100 0 0 0 0 0 0 0 0 0
jack 0 100 0 0 0 0 0 0 0 0
jump 0 0 89 0 0 0 11 0 0 0
pjump 0 0 0 100 0 0 0 0 0 0
run 0 0 0 0 90 0 10 0 0 0
side 0 0 0 0 0 100 0 0 0 0
skip 0 0 0 0 10 0 90 0 0 0
walk 0 0 0 0 0 0 0 100 0 0
wave1 0 0 0 0 0 0 0 0 100 0
wave2 0 0 0 0 0 0 0 0 0 100

96.9% class average

Table 1: Confusion matrix for Weizmann dataset using
pose change templates and nearest neighbour for classifi-
cation. Provided silhouettes used as pose images.

3. Evaluation

3.1. Datasets

We test the average pose change templates against the
Weizmann and KTH datasets.

The Weizmann dataset [2] contains examples of 10
actions performed by 9 subjects giving a total of just
more than 90 videos. Segmented translation invariant sil-
houettes are provided with this dataset. As many have
achieved near perfect results on this dataset, we only use
it as a demonstration of acceptable results, rather than a
measure of relative accuracy.

The KTH dataset [19] contains examples of 6 actions
performed by 25 subjects, totaling 593 videos. These
videos where designed to contain significant camera mo-
tion and zooming effects. Since the backgrounds are rel-
atively uniform, it is easy to isolate the subject from the
background.

We used similar cross-validation techniques as used
in other studies: leave-one-person-out cross validation
(LOOCV) for the Weizmann dataset and three-way cross
validation for the KTH videos.

3.2. Discussion

We used the differences in provided foreground as pose
changes in one test (Table 1), and immediate frame sub-
traction in another (Table 2). The near perfect results that
were achieved on the Weizmann dataset, are similar to
those of the AMEs [16]. Table 2 shows that even with-
out a sophisticated background model, significant per-
formance can still be achieved with an immediate fore-
ground detection scheme.

Tables 3 and 4 show the performance against the KTH
dataset using a nearest neighbour classifier and linear
SVM. Actions with similar poses (jogging and walking,
jogging and running) account for most of the loss in per-
formance. It should be reiterated that no foreground mask
was provided with the KTH dataset and hence is to be
compared to Table 2 and not 1.

The results of some related studies are reported in Ta-
ble 5. Note that many of these use different cross vali-



bend
jack

jump
pjump

run side
skip walk

wave1
wave2

bend 89 0 0 0 0 0 0 0 11 0
jack 0 100 0 0 0 0 0 0 0 0
jump 0 0 78 0 0 0 22 0 0 0
pjump 0 0 0 89 0 0 0 0 11 0
run 0 0 0 0 90 0 10 0 0 0
side 0 0 0 0 0 89 11 0 0 0
skip 0 0 10 0 30 10 50 0 0 0
walk 0 0 0 0 0 10 0 90 0 0
wave1 11 0 0 0 0 0 0 11 78 0
wave2 0 0 0 0 0 0 0 0 0 100

85.2% class average

Table 2: Confusion matrix for Weizmann dataset using
pose change templates and nearest neighbour for classifi-
cation. Pose changes extracted from videos.

boxing
handclapping

handwaving

jogging
running

walking

boxing 85 8 1 2 1 4
handclapping 6 90 4 0 0 0
handwaving 0 4 95 0 0 1
jogging 0 0 0 77 13 9
running 1 0 0 20 78 1
walking 0 0 0 6 2 91

86.0% class average

Table 3: Confusion matrix for KTH dataset using pose
change templates and nearest neighbour for classifica-
tion.

dation techniques and are strictly not comparable. E.g.
LOOCV allows one to use approximately three times
more videos for training than 3-way split. Still, we can
say with reasonable confidence that the accuracy of our
approach is comparable to many state-of-the-art algo-
rithms.

A few remarks are in order:

• These datasets, specifically, contain actions mostly
differentiable through pose analysis alone. i.e. these
actions have stereotypical poses. This is in line with
the recent analysis by Weinland and Boyer [23] of
the Weizmann dataset.

• Some interesting real world actions are distinguish-
able through pose analysis alone.

• The datasets do not adequately represent interest-
ing actions that are different primarily due to the
speed at which they are executed. Jogging vs run-
ning, falling down vs sitting/bending, handing over
an item vs punching another person in the stomach,
are actions that contain similar poses, but should be
treated as different actions due to their speed. This
is especially important for applications such as fall
detection, as with higher speeds comes higher risk
of injury.

3.3. Efficiency

Relatively little attention has been given by others to
make existing algorithms work on live video streams. Be-

boxing
handclapping

handwaving

jogging
running

walking

boxing 88 8 1 0 0 2
handclapping 2 94 4 0 0 0
handwaving 0 9 91 0 0 0
jogging 1 0 0 76 10 13
running 2 0 0 15 79 4
walking 1 1 0 1 0 97

87.3% class average

Table 4: Confusion matrix for KTH dataset using pose
change templates and SVM for classification.

method accuracy
Our method 87.3%
Laptevet al. [11] 91.8%
Rodriguezet al. [5] 88.7%
Ahmed and Lee [6] 88.3%
Wong [20] 86.6%
Dollar et al. [21] 85.9%
Niebles [10] 81.5%
Schuldt [19] 71.7%
Ke et al. [22] 63.0%

Table 5: Reported accuracies of related studies on the
KTH dataset. Note that many of these use different cross
validation techniques and, strictly speaking, are not com-
parable.

cause we compare the templates directly without extract-
ing any features or moments, we gain a significant ad-
vantage in runtime speed. Ahmad and Lee [6], for ex-
ample require calculating Zernike moments on 160x120
images, which take 0.69-0.82 seconds a frame (approxi-
mately 1.4fps) on their 1.7GHz machine.

Our implementation of pose change templates (using
a SVM for classification), can currently run at approxi-
mately 16fps for a 400x400 video stream on a 3GHz pro-
cessor.

The effects of tracking and framerate also need to be
analysed. Higher frame rates will improve the detection
of small motions, but will adversely affect our bounding
box model. We therefore plan on using a more complex
background model to determine the bounding box.

4. Conclusion

We have investigated a simple method of classifying hu-
man actions from a sequence of images.

Even though we have used a very simple approach, our
performance is comparable to other existing techniques.
At the same time, our approach holds the promise for ac-
tion recognition requiring few computer resources. Sev-
eral improvements can still be made to pose change tem-
plates, such as a temporal multiscale to detect actions that
differ due to their speeds (e.g. running and jogging).
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